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Abstract:
Introduction/ Background: Medical diagnoses have increasingly depended on digitized images obtained through
cutting-edge technology. These algorithms offer a promising avenue to transform diagnostic processes in healthcare,
with  their  application  scope  continually  widening  due  to  ongoing  advancements.  This  paper  explores  machine
learning's role in clinical analysis and prediction, examining various studies that apply these techniques in clinical
diagnosis, focusing on their use in analyzing images and providing accurate diagnoses.

Materials and Methods: This study employs a comparative analysis approach, utilizing diverse machine learning
algorithms like SVM, K-nearest neighbors, Random Forests, and Decision Trees to analyze digitized medical images
and  patient  records.  We  extracted  data  from  several  medical  databases,  ensuring  a  varied  and  comprehensive
dataset. We also evaluated the impact of different data characteristics on the algorithms' effectiveness, aiming to
understand the variability in their diagnostic precision across various conditions.

Results:  The results  indicate  that  machine learning algorithms,  particularly  SVM, K-nearest  neighbors,  Random
Forests,  and  Decision  Trees,  demonstrate  significant  accuracy  in  diagnosing  diseases  from digitized  images  and
medical records. SVM and Random Forests showed particularly high effectiveness in clinical diagnosis, suggesting
their robustness across different medical conditions and datasets. These findings underscore the potential of machine
learning to enhance diagnostic precision and predict illnesses early, aligning with the growing trend of technology-
driven medical diagnostics.

Discussion: The findings reinforce the pivotal role of machine learning in transforming medical diagnostics. The
variability in algorithm performance highlights the necessity for tailored approaches, considering dataset specifics
and the medical condition being diagnosed. This study underscores the potential of machine learning to enhance
diagnostic accuracy, yet it also emphasizes the need for continuous refinement and understanding of the underlying
factors affecting algorithm performance. Future research should focus on optimizing these algorithms within diverse
clinical settings to fully harness their diagnostic capabilities.

Conclusion:  This  study  highlights  the  transformative  potential  of  machine  learning  in  medical  diagnostics,
demonstrating  how  various  algorithms  can  effectively  analyze  digitized  images  and  patient  records  to  diagnose
diseases.  While  the  performance  of  these  algorithms  varies  based  on  dataset  characteristics,  the  overall  high
accuracy underscores machine learning's promise in healthcare. As the field continues to evolve, machine learning is
poised to become an integral part of clinical diagnosis, enhancing the accuracy and efficiency of medical evaluations
and treatments.
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1. INTRODUCTION
The  diagnostic  process  stands  as  the  linchpin  in

understanding  the  essential  medications  integral  to  a
medicine's  societal  functionality.  Within  the  medical
system, diagnosis holds significant sway, orchestrating the
management  of  illnesses  by  outlining  treatment  options,
forecasting  potential  outcomes,  and  serving  as  an
educational  cornerstone.  Achieving  a  comprehensive
diagnosis  becomes  pivotal  in  implementing  suitable  and
effective therapy [1]. While diagnostic testing and imaging
advancements  have  notably  streamlined  the  diagnostic
process,  the  utilization  of  human  scientific  judgment
remains  imperative  in  ensuring  precise  diagnoses,
particularly  in  today's  rapidly  evolving  technological
landscape  [2].

At the core of medical practice, diagnosis functions as
the cornerstone for categorizing medications necessary for
a  medicine's  operation  within  a  societal  framework.  It
plays  a  vital  role  in  guiding  treatment  strategies,
predicting  potential  outcomes,  and  establishing  a
knowledge base. A thorough diagnosis forms the bedrock
for implementing appropriate and efficient therapies [3].
Despite  significant  strides  in  diagnostic  testing  and
imaging technologies, the integration of human scientific
judgment  remains  indispensable  for  accurate  diagnoses,
especially  in  the  contemporary  era  marked  by  swift
technological  advancements  [4].

The  integration  of  machine  learning  in  healthcare
began in the 1970s, marking a significant milestone with
the  establishment  of  the  global  journal,  Artificial
Intelligence in Medicine, in 1980. Over the following two
decades,  the  field  of  disease  detection  witnessed  the
incorporation of  traditional  machine learning techniques
such  as  the  Support  Vector  Machine,  Naive  Bayes,  and
several  artificial  neural  networks.  The  emergence  of
AlexNet in 2012 signified the advent of deep learning, as
neural  networks  demonstrated  exceptional  performance,
ushering in a new era for this domain [5].

In  the  last  decade,  there  has  been  a  remarkable
increase  in  resources  directed  towards  the  development
and  implementation  of  artificial  intelligence  (AI)  in  the
healthcare sector. Referenced studies [6-8] highlight the
convergence  of  AI  and  machine  learning  technologies
within  healthcare,  fostering  the  creation  of  software,
platforms,  automated  systems,  and  devices  capable  of
monitoring and enhancing individuals' health status. This

convergence  has  not  only  expanded  the  technological
landscape but also transformed the possibilities for health-
care  applications,  driving  advancements  in  diagnostics,
treatment strategies, and personalized health monitoring.

Analysis of clinical data can swiftly identify a condition,
expediting  the  patient's  journey  toward  recovery  [9].
Traditional  methods  of  diagnosing  illnesses  often  prove
time-consuming, labor-intensive, and costly. Researchers
[10] have demonstrated the potential of machine learning-
based diagnostic techniques, which offer efficiency in both
time  and  cost.  These  machine-learning  approaches  have
not only proven successful in identifying common illnesses
but  have  also  shown  proficiency  in  diagnosing  rare
diseases  [11].  Evidence  presented  by  authors  [12]
underscores the significance and robustness of employing
AI and ML approaches to address healthcare challenges.
Machine Learning (ML), a subset of Artificial Intelligence
(AI), utilizes algorithms to learn from data, distinguished
by  its  capacity  to  autonomously  improve  performance
through  modifications  during  the  learning  process  [13].
ML  has  showcased  its  efficacy  across  various  domains,
including but not limited to robotics, education, travel, and
particularly in healthcare, where its techniques primarily
focus on illness diagnosis.

1.1. Purpose of the Study
This paper's overarching goal is to talk about the use

of  machine  learning  methods  and  algorithms for  clinical
diagnosis  and  prognosis.  The  authors  of  this  publication
provide important insights for those working in the field of
disease diagnostics using machine learning. They can use
this  data  to  pick  the  most  applicable  and  cutting-edge
machine  learning  methods.  As  a  result,  the  diagnostic
procedure is more likely to discover and classify diseases
efficiently and accurately.  This research summarises the
state of the art of machine learning algorithms for disease
detection  and  prognosis.  This  study  did  a  thorough
analysis  of  existing  literature  about  the  use  of  machine
learning algorithms in the medical field in the context of
disease  diagnosis.  In  this  study,  we  examine  the
similarities  and  differences  between  various  algorithms,
evaluation techniques, and final results [9].

1.2. Milestones of AI
The advent of artificial intelligence (AI) has ushered in

a  new  era  of  innovation,  significantly  impacting  various
sectors, including healthcare. Within this realm, machine
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learning (ML), a subset of AI, has become a pivotal tool in
revolutionizing  disease  diagnosis  and  prediction.  This
introduction delves into the milestones of AI, acquaints us
with  its  distribution,  and  outlines  the  advances  and
challenges  within  the  context  of  healthcare.  Machine
learning's  journey  in  healthcare  began  as  a  part  of  the
broader evolution of AI, which traces back to the mid-20th
century.  The conceptual  foundation laid by pioneers like
Alan Turing set the stage for AI's  development,  with the
first  neural  network  for  computers  being  created  in  the
1950s.  However,  it  was  not  until  the  advent  of  more
powerful computing resources and the availability of large
datasets  that  machine  learning  began  to  significantly
influence  healthcare  [7,  8].

1.3. ML's Applications in Healthcare
Today,  ML's  applications  in  healthcare  are  extensive

and  growing.  From  predictive  analytics  that  forecast
disease  outbreaks  to  algorithms  that  detect  patterns  in
medical  images  for  early  disease  diagnosis,  machine
learning  is  reshaping  how  we  approach  health  and
medicine.  For  instance,  ML  algorithms  have  been
instrumental in diagnosing diseases from various medical
imaging  techniques,  such  as  MRI  and  CT  scans,  by
identifying patterns imperceptible to the human eye. The
distribution  of  machine  learning  in  healthcare  is  global,
with both developed and developing countries harnessing
its  potential.  Advanced  healthcare  systems  use  machine
learning to enhance precision medicine, while in resource-
limited  settings,  it  offers  tools  for  improving  access  to
diagnostics and treatment planning [12].

1.4. Significant Advances in ML
Significant  advances  in  ML,  such  as  deep  learning,

have  propelled  the  field  forward.  Deep  learning
algorithms,  which  mimic  the  human  brain's  neural
networks, have achieved remarkable success in diagnosing

conditions  such  as  diabetic  retinopathy  and  various
cancers.  These  algorithms  continually  learn  from  vast
amounts of data, improving their diagnostic accuracy over
time.  However,  the  integration  of  machine  learning  in
healthcare  is  not  without  challenges.  Ethical  concerns,
such as data privacy and the potential for algorithmic bias,
pose significant hurdles. Moreover, the “black box” nature
of some ML algorithms, where decision-making processes
are not transparent, raises questions about accountability
in  clinical  settings.  As  we  delve  into  machine  learning's
influence on disease diagnosis and prediction, it is crucial
to  recognize  its  roots  in  the  broader  AI  landscape,
appreciate  its  global  distribution  and  advances,  and
address  the  challenges  it  faces.  By  doing  so,  we  can
harness the full potential of machine learning to transform
healthcare, making it  more predictive, personalized, and
accessible [13, 14].

2. MACHINE LEARNING IN DISEASE DIAGNOSIS

2.1.  Utilizing  Machine  Learning  for  Disease
Diagnosis in Clinical Settings

The  decision  tree  approach  is  often  regarded  as  the
most  popular  data  modelling  technique  [14]  due  to  its
simplicity and intuitiveness. Better techniques like support
vector  machines  (SVM)  and  artificial  neural  networks
(ANN)  have  become  widely  used  in  recent  years  [15].
Predicting  protein  function  and  gene  expression  using
machine learning algorithms is only one of several areas
where this technique is being studied [16]. In contrast to
methods that rely on the protein's sequence or structure,
those  that  employ  machine  learning  to  predict  protein
function don't require any prior knowledge of homology or
parameters derived from homology. Therefore, there has
been  a  rise  in  studies  targeted  at  creating  effective
machine-learning strategies for predicting protein function
in the context of disease diagnosis.

Fig. (1). Various approaches to machine learning.
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Fig.  (1)  illustrates  the  diverse  methodologies  within
machine learning, showcasing a range of approaches from
supervised  and  unsupervised  learning  to  reinforcement
learning, each with distinct mechanisms and applications
in  data  analysis  and  prediction.  This  figure  provides  a
visual  taxonomy  of  machine  learning  techniques,
highlighting their unique characteristics and the contexts
in  which  they  are  optimally  employed.  The  process  of
medical diagnosis, often considered empirical yet not fully
understood  as  a  cognitive  task  [17],  undergoes
segmentation  when  applying  computer  systems,  parti-
cularly  Machine  Learning  (ML).  It  encompasses  several
stages  to  streamline  the  complexity.  Commencing  with
data collection, which spans various formats—clinical data
from interviews, demographics, imaging, speech, patient
history, and even physiological sounds [18] though this list
is  not  exhaustive.  Subsequent  stages  involve  data
processing, entailing data preparation tasks like handling
missing values, reducing data dimensions, and managing
noisy  data  [19].  Following  this,  the  process  moves  to
identifying  the  target  variable  and  predictors.  Then,
models  are  trained  using  this  data,  providing  them with
the  necessary  information  for  subsequent  diagnostic
applications.

 Advantages  of  Using  Machine  Learning  to
Diagnose Disease

The  presence  of  several  overlapping  structures  and
instances, as well as distractions, fatigue, and limits in the
human  visual  system,  might  create  challenges.  In  such
situations,  the  availability  of  a  “second  opinion”  can  be
advantageous  [20].  The  use  of  computer-aided  design
(CAD)  systems  has  been  fostered  in  the  context  of
diagnostic procedures. Computer-aided diagnosis (CAD) is
a theoretical framework that assigns equal importance to
both  doctors  and computers,  with  the  aim of  supporting
clinicians  in  making  optimal  clinical  choices  and
implementing best practises [21]. Furthermore, the use of
electronic health record (EHR) systems has been prevalent
in  the  healthcare  industry  as  a  means  to  aid  in  clinical
decision-making.  This  is  mostly  attributed  to  the  rising
complexity  seen  among patients,  the  occurrence  of  high
diagnostic mistakes, and the abundance of data accessible
for analysis [22].

ML  approaches  play  a  crucial  role  in  unravelling
intriguing linkages within data, aided by the accessibility
of intelligent tools for data analysis [23]. It can be used to
either bolster or cast doubt on the conclusions reached by
clinicians [24]. Clinical decision-making and the automatic
tuning  of  bedside  devices  have  both  benefited  from  the
introduction of machine learning (ML) based systems that
constantly examine the expanding influx of data streams
for  patterns.  As  a  result  of  these  developments,  patient
treatment outcomes have improved, and overall treatment
costs have decreased significantly [25]. According to the
cited articles [26], the potential of machine learning (ML)
to  provide  optimal  therapeutic  support  has  not  been
realised  so  far.  This  may  be  attributed  to  the  lack  of
transparency in ML algorithms and analytics. Additionally,

the issues of data quality and generalizability of machine
learning models are significant concerns [27].

Some of the weaknesses are listed as follows:

One  of  the  primary  weaknesses  in  these  regions  is  the
lack of comprehensive digital infrastructure to support AI
and  ML  technologies.  Limited  access  to  quality  data  is
another  significant  challenge,  as  machine  learning's
efficacy  heavily  depends  on  the  availability  of  large,
annotated, and high-quality datasets. In many developing
areas,  the  data  that  exists  is  often  fragmented,  non-
digitized, or of poor quality, hampering the development
and deployment of effective ML-based diagnostic tools.
Moreover,  the  shortage  of  local  expertise  in  AI  and
machine learning poses a substantial barrier. Developing
regions often lack the educational programs and research
institutions necessary to cultivate talent in these cutting-
edge fields, leading to a dependency on external expertise
that may not fully grasp the local healthcare context and
needs.
Another  critical  concern  is  the  ethical  considerations
surrounding the deployment of AI in healthcare, including
issues  of  privacy,  consent,  and  bias.  These  issues  are
magnified  in  regions  without  stringent  regulations  or
frameworks governing the use of AI, potentially leading to
mistrust and reluctance among healthcare providers and
patients to adopt these technologies.

In  summary,  while  machine  learning  holds  immense
potential to revolutionize disease diagnosis and prediction,
its global impact is uneven due to significant weaknesses
in certain regions. Addressing these challenges requires a
concerted  effort  involving  infrastructure  development,
education,  data  management,  and  ethical  governance  to
ensure that the benefits of AI in healthcare are accessible
to all, irrespective of geographic location.

3. EMPLOYING MACHINE LEARNING ALGORITHMS
FOR DISEASE DIAGNOSIS AND PREDICTION

To detect the diseases,  a variety of  algorithms based
on machine learning are applied. The majority of them are
given below from this review study:

3.1. Support Vector Machine
Use  a  support  vector  machine  (SVM)  for  more  help.

SVM has been proven to be useful for many classification
problems.  It  searches  for  the  optimal  hyperplane  by
enumerating  the  number  of  nodes  lying  on  the  border
between two classes. Margin refers to the value disparity
between two groups. The success rate of a categorization
system  rises  when  there  is  a  larger  margin  of  safety.
Boundary information is represented via support vectors.
SVM  can  be  used  to  tackle  both  regression  and
classification  problems  [28].  Both  linear  and  nonlinear
data  sets  benefit  from  this  approach.  The  SVM  method
utilizes  several  different  kernel  types  for  use  in  a
prediction  model.  These  include  linear  radial  basis
function  (RBF),  polynomial,  and  sigmoid  kernels.  SVM

2.2.

2.3. Primary Weaknesses in these Regions
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utilizes a high-dimensional space for attributes and selects
the optimum hyperplane to categories data points into two
groups. It is effective on large and small datasets that are
normally challenging to analyses. Support vector machine
(SVM) analysis of hyperplane data for diabetes detection is
depicted in a relatively basic manner in Fig. (2) [29]. Fig.
(2)  depicts  the  process  of  classification  using  a  Support
Vector  Machine  (SVM),  illustrating  how  this  machine
learning  model  constructs  a  hyperplane  or  set  of
hyperplanes  in  a  high-dimensional  space  to  categorize
data  points  into  distinct  classes.  The  figure  visually
demonstrates  the  concept  of  maximizing  the  margin
between  different  classes,  which  is  fundamental  to  the
SVM's effectiveness in classifying complex datasets.

3.2. Naive Bayes Algorithm
Naive Bayes (NB) is a classification algorithm used in

statistics  and  probability,  see  Fig.  (3).  It  is  a  common
technique in machine learning applications because of its

ease of use and the fact that all factors can be considered
equally  when  making  a  final  call.  The  NB  method  is
intriguing because of its simplicity and its versatility due
to its computing efficiency. The NB classification relies on
three key concepts: prior, posterior, and class conditional
probability [30]. In addition to its many other merits, this
method is particularly well-suited to and easy to apply to
huge datasets.  It  could be applied to problems of  binary
and  multi-class  classification.  Less  data  is  required  for
training purposes, and both discrete and continuous data
can  be  used.  The  application  of  this  technique  could  be
used  to  classify  papers  and  eliminate  junk mail [31].
Fig. (3) illustrates the Naïve Bayes Classifier approach, a
probabilistic machine learning model that applies Bayes'
theorem  with  the  assumption  of  independence  among
predictors to predict the category of a given sample. The
figure visually represents how this classifier calculates the
probability of each class and the conditional probability of
each feature within those classes to make predictions.

Fig. (2). Classification using SVM classifier.

Fig. (3). Naïve bayes classifier approach.
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Fig. (4). Classification using a simple decision tree approach.

3.3. Decision Tree Algorithm
In order to tackle regression and classification issues,

the  Decision  Tree  (DT)  uses  periodic  splitting  of  data
based  on  a  given  variable.  Nodes  represent  data
structures,  while  the  tree's  leaf  represents  evaluations,
(Fig. 4). The purpose of the decision tree is to construct a
model for forecasting the dependent variable from training
data  by  learning  simple  decision  rules  [32].  The  tree  is
learned  by  constructing  it  from  the  training  data.  The
name of the class is stored in a decision node, which is a
non-leaf node. Both numerical and categorical information
can  be  processed  using  the  decision  tree.  The
effectiveness  of  the  tree  remains  unaffected  by  the
nonlinear  connection  between  arguments  [33,  34].  No
preliminary data preparation is required. When the tree is
built again and over again, overfitting might occur.

The decision tree shown in Fig. (4) consists of a single
leaf  node,  one  child  node,  and  the  tree's  parent  node.
Decision trees have found use in the medical field. If we
use DT to diagnose breast cancer, for instance, we might
assign  a  benign  or  malignant  label  to  each  of  the  tree's
leaf nodes. Clump thickness (CT) will be used to establish
whether  or  not  the  tumour  is  malignant  by  developing
rules among the necessary data set parts. Fig. (4) shows
the DT algorithm in action in a breast cancer diagnostic
setting [35]. Fig. (4) showcases the classification process
using  a  simple  decision  tree  approach,  highlighting  how
this method splits data into subsets based on the value of
input features, creating a tree-like model of decisions. The
figure demonstrates the hierarchical structure of decision
nodes and leaf nodes, which represent the questions and
outcomes,  respectively,  guiding  the  user  through  the
logical  steps  of  data  classification.

3.4. Random Forest Classification
The random forest ensemble model can also be used to

develop  a  predictor  based  on  the  nearest  neighbors.  An
essential  principle  of  ensemble  methods  is  that  when
multiple models are combined, the resulting model is more

robust than any of the individual models. In addition to the
random forest, the ensemble also includes a traditional ML
technique  decision  tree.  This  procedure  takes  an  initial
input and branches out into finer and finer subsets of the
data.  The  random  forest  expands  on  this  concept  by
merging  trees  with  the  idea  of  an  ensemble.  A  random
forest classifier's strengths lie in its flexibility in dealing
with missing data, its speedy execution, and its inherent
inequity  [36].  In  a  random  forest,  the  newly  generated
subtrees travel with the testing data or the new dataset.
Any decision subtree in the forest can be used to choose
the dataset's classification. After a vote is taken, the model
will select the most popular option. The fundamental idea
behind  the  random  forest  algorithm  for  cardiac  illness
detection  is  depicted  in  Fig.  (5)  [37].  Fig.  (5)  illustrates
the  use  of  Random  Forest  for  categorizing  datasets,
depicting how this ensemble learning method constructs
multiple  decision  trees  during  training  and  outputs  the
class  that  is  the  mode  of  the  classes  of  individual  trees.
This  figure  visually  represents  the  aggregation  of
predictions  from  various  decision  trees  to  enhance
classification  accuracy  and  mitigate  overfitting,
characteristic  of  the  Random  Forest  approach.

3.5. Logistic Regression
Logistic relapse is a regulated learning procedure used

to  resolve  issues  of  double  categorization.  The  logistic
capability  and logistic  relapse,  which have various  more
perplexing  expansions,  are  utilized  to  show  a  twofold
order  in  science.  In  its  most  essential  structure,  logistic
relapse  is  a  sort  of  relapse  model  that  predicts  the
probability  that a given data of  interest  or section has a
place  with  a  particular  class  [38].  Logistic  regression
employs the sigmoid function (Fig. 6) to model the data.
Logistic  regression's  regularization  simplicity,  computa-
tional efficiency, and application ease are three of its most
important features. Scaling input features is not required.
However,  overfitting  and  the  ability  to  solve  nonlinear
problems  [35].
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Fig. (5). Use of random forest for categorizing datasets.

Fig. (6). Logistic function.

3.6. Deep Learning
As  a  subfield  of  machine  learning,  deep  learning  is

distinguished  by  its  use  of  multi-level  layered  nonlinear
transformations.  The  Recurrent  Neural  Network  (RNN)
can  use  the  input  slices,  which  can  be  seen  as  a  sort  of
sequential data, to infer relationships between slices [39].
Convolutional  neural  networks  (CNNs)  are  frequently
employed in deep learning applications for data analysis
and  complicated  classification  tasks.  It  has  four  layers

total:  a  convolutional  layer,  a  max-pooling  layer,  a  fully
linked layer, and an output layer. A 32x32 pixel section of
the original  medical  image is used as input for the CNN
model. In deep neural networks, feature maps are created
by  convolutional  layers  and  passed  on  to  the  following
layers,  where  their  size  is  reduced  by  pooling  layers.  In
the  end,  the  completely  connected  layer  generates  a
prediction  for  the  correct  class,  as  described  in  another
study [37].
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Table 1. Article that discussed the diagnosis of diabetes disease using machine learning.

Authors Diseases Discussed ML Algorithm Dataset Performance Evaluation

Fitriyani, N.L.; et al. (2019) [38] Hypertension and diabetes DPM Privately owned 96.74% Accuracy
Fernández-Edreira, D., et al (2021)

[35]. Type 1 diabetes RF DIABIM-MUNE 0.80 - AUC

Ali, A.; Alrubei, et al (2020) [39] Classification of Diabetes KNN Privately owned4900
samples 99.9% Accuracy

Tsao, H.Y.; Chan, P.Y.; Su, E.C.Y.
(2018) [37]

Predict diabetic retinopathy and
identify biomedical characteristics

that can be interpreted
SVM, DT, ANN,

and LR Privately owned 79.5% SVM Accuracy, 0.839-
AUC

Table 2. Article that discussed the diagnosis of COVID-19 disease using machine learning.

Authors Diseases Discussed ML Algorithm Dataset Performance Evaluation

Song, Y.; Zheng, et al. (2021) [40] Disease detection for COVID-19 CNN Mixed dataset 86% Accuracy
Jin, C.; Chen, W et al (2020) [41] Disease detection for COVID-19 CNN Cohen’s dataset 94.1% Accuracy

Ahsan, M.M. et al (2020) [42] Image segmentation and COVID-19 disease detection CNN Cohen’s dataset 95.38% Accuracy

4.  DIAGNOSIS  OF  DISEASES  USING  MACHINE
LEARNING (DDML)

Machine  learning  (ML)  techniques  have  found
extensive application among scholars and professionals in
diagnosing  various  illnesses.  This  section  presents  an
overview  of  several  notable  machine  learning-based
disease  diagnostic  techniques  recognized  for  their
importance  and  criticality.  The  discussion  highlights
significant conditions such as heart disease, renal illness,
breast cancer, diabetes, Parkinson's disease, Alzheimer's
disease,  and  COVID-19  [40].  Meanwhile,  other  illnesses
are  briefly  addressed  within  the  category  of  other
diseases,  see  Table  1.

4.1. Parkinson’s Disease
One  medical  problem  that  has  been  extensively

discussed in the ML literature is Parkinson's disease. It is
a  chronic  neurological  condition  with  a  sluggish
progression  rate.  Damage  to  or  loss  of  dopamine-
producing neurons in specific brain regions impairs basic
cognitive  and  motor  functions.  Several  other  methods
based  on  ML  have  been  suggested.  In  order  to  create
accurate  Parkinson's  disease  diagnostic  systems,
researchers like [41] employed algorithms like KNN, SVM,
NB, and RF. In their computational results, RF is shown to
have the highest performance (90.26% accuracy), whereas
NB  is  shown  to  have  the  lowest  performance  (69.23%
accuracy). Near-perfect accuracy was reached on both the
training and testing sets when a deep CNN-based model
was  suggested  [42].  However,  no  issues  with  overfitting
were  mentioned  throughout  the  experiment.  Finally,  the
ultimate  classification  and  regression,  which  is  now
generally  anticipated,  especially  in  CDSS,  is  not  well
interpreted  by  the  experimental  data.  For  Parkinson's
telemonitoring  speech  data  also  turned  to  DL-based
methods  at  UCI  [43].  In  their  trial,  DNN  was  able  to
correctly identify Parkinson's illness in 81.67% of cases.

4.2. COVID-19
Another pestilence, SARS-CoV-2 (or Coronavirus), has

emerged  as  quite  possibly  of  humankind's  most
noteworthy danger.  Regardless of  the worldwide race to
get an immunization to showcase in light of the pestilence,
it  remained  exorbitant  to  by  far  most  individuals  for  its
whole span. As a result of its high transmission rates and
immunization-related  opposition,  the  clever  Coronavirus
Omicron  strain  is  causing  more  concern.  As  of  now,
Ongoing  Reverse  Transcription-Polymerase  Chain
Reaction (RT-PCR) is the highest quality level for deciding
if  a  patient  has  contracted  Coronavirus.  The  analyst
supported  the  utilization  of  Machine  Learning  and
Artificial  Intelligence  in  conjunction  with  other
demonstrative  strategies  like  chest  X-beams  and
Computed Tomography (CT) during the plague. Chen et al.
(2020) made a UNet++ model with CT information from
51  Coronavirus  and  82  non-coronavirus  patients,  and  it
accomplished  an  exactness  of  98.5%.  The  authors
surveyed  ten  different  DL  models  utilizing  just  108
Coronavirus patients and 86 non-COVID-19 patients, and
they had the option to accomplish a general exactness of
almost  100%.  Utilizing  a  tremendous  dataset  of  453  CT
examination  pictures,  Wang  et  al.  (2020)  [44]  made  a
commencement-based  model  that  accomplished  73.1%
precision. Nonetheless, data about the degree and nature
of  the  model's  organizational  activity  was  restricted.
Authors  [42]  proposed  the  COVNet  model  and
accomplished  96%  exactness  utilizing  an  enormous
dataset  involving  4356  chest  CT  pictures  of  Pneumonia
patients,  of  which  1296  were  confirmed  Coronavirus
occurrences. The summary of existing studies is shown in
Table 2.

4.3. Alzheimer’s Disease
Sixty  percent  to  seventy  percent  of  persons  who  are

diagnosed with dementia [43] have Alzheimer's disease, a
brain condition that usually starts slowly but develops over
time. Alzheimer's disease causes cognitive decline, which
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manifests in a variety of ways. The steady decline in body
functioning  is  reflected  in  a  prognosis  of  three  to  nine
years  from  the  time  of  diagnosis.  On  the  other  hand,
getting a diagnosis early may help you take preventative
measures  and  start  appropriate  treatment  as  soon  as
possible, both of which increase your chances of survival.
Over  the  years,  the  use  of  machine  learning  and  deep
learning  to  identify  people  with  Alzheimer's  disease  has
shown  encouraging  results.  A  CNN  model  for  early
detection  and  categorization  of  Alzheimer's  disease  was
suggested  by  Ahmed  et  al.  (2020)  [44].  The  suggested
model  obtained  99%  accuracy  within  the  dataset
consisting of 6628 MRI pictures. The deep feature-based
models  provided  by  Nawaz  et  al.  (2020)  [45]  have  an
accuracy  of  99.12%.

4.4. Other Diseases
ML and DL have been used for the diagnosis of a wide

range of  additional  disorders  in  addition  to  the  one that
was discussed before. Two primary factors for this rise in
utilisation are the proliferation of  large amounts  of  data
and the rise in the processing capability of computers. For
instance, Mao et al. (2020) [41] classified diseases based
on  eye  movement  by  using  Decision  Tree  (DT)  and
Random  Forest  (RF).  When  Nosseir  and  Shawky  (2019)
[39]  developed  automated  skin  disease  classification
systems  using  KNN  and  SVM,  they  found  that  KNN
achieved  the  greatest  performance  by  attaining  an
accuracy of 98.22%. This was the best performance that
was seen utilising KNN. Khan et al. (2020) [37] were able
to  classify  multimodal  brain  tumours  using  CNN-based
methods such as VGG16 and VGG19. The experiment was
conducted using three picture datasets that were readily
accessible  to  the  public:  BraTs2015,  BraTs2017,  and
BraTs2018.  The  results  showed  an  accuracy  of  97.8%,
96.9%,  and  92.5%,  respectively.

5. UTILIZING MACHINE LEARNING FOR DIAGNOS-
ING IMAGE-BASED DISORDERS/ ILLNESSES

Machine  learning  algorithms  are  prevalent  across
various  domains.  Particularly  in  the  realm  of  AI,  the

utilization  of  Machine  Learning  (ML)  for  medical  image
analysis  has  gained  rapid  traction.  Diverse  fields,
including computer vision, computer-assisted diagnostics,
and image processing for disease identification, have seen
significant  advancements  through  ML  applications.  The
introduction  of  cutting-edge  imaging  techniques  in
medical  imaging—such  as  computed  tomography  (CT),
positron  emission  tomography  (PET),  tomosynthesis,
magnetic resonance imaging (MRI), and tomography—has
substantially evolved the field. Consequently, there is an
escalating  demand  for  cutting-edge  machine  learning
methods  to  streamline  medical  imaging  data  analysis.
Machine Learning (ML) encompasses a set of algorithms
specifically designed to automatically recognize patterns
within datasets, facilitating predictive analysis or informed
decision-making  in  ambiguous  situations.  Distinguishing
itself  from other  approaches,  ML  heavily  relies  on  data,
leaving  minimal  room  for  human  judgment.  These
algorithms assimilate new data and juxtapose it with their
training data to make predictions.

Modern  machine-learning  methodologies  have  been
employed for disease prediction or identification. Natural
Language Processing (NLP) techniques have been applied
to scrutinize electronic  health records (EHRs)  to  extract
relevant  information  useful  in  disease  prediction  or
diagnosis.  Explainable  artificial  intelligence  (AI)
methodologies,  such  as  SHAP  (SHapley  Additive
exPlanations),  have  been  introduced  to  interpret  the
predictions derived from machine learning (ML) models.
This  interpretability  is  crucial  in  the  medical  domain,
where  transparent  decision-making  holds  paramount
importance.  Generative  models,  notably  Generative
Adversarial  Networks  (GANs),  have  been  developed  to
generate  synthetic  medical  images.  These  synthetic
images  serve  to  enrich  existing  datasets,  particularly  in
the  context  of  lung  disease,  ultimately  enhancing  model
performance.  These  strategies  can  be  integrated  to
improve  model  performance,  with  the  choice  of  method
contingent  upon  the  nature  of  the  data  and  the  specific
situation at hand.

Table 3. Comparison of machine learning algorithms, its evaluation procedures and resulting outcomes.

Authors Type of
Disease

Machine Learning
Algorithms/
Evaluation
Procedures

Dataset Resulting Outcomes Finding

Md. Zabirul Islam, et
al (2020) [43] COVID-19 CNN GitHub and

Kaggle 94% Accuracy

The suggested model did well in terms of
detection accuracy (CAVID-19), but this is

not indicative of a production-ready solution,
especially given the limited quantity of

images.

Vidya M and Maya V
Karki, (2020) [44] Skin cancer SVM and KNN

Collected from
ISIC 2017

datasets with
1000 instance

97.8% Accuracy SVM And
86.25 KNN

For textural features, the SVM classifier
performs exceptionally, with an accuracy of

97.8% and an AUC of 0.94.

Dayanand
Jamkhandikar and

Neethi Priya. (2020)
[45]

Thyroid
disease

Naïve Bayes, KNN, and
SVM algorithm

UCI data
repository site

82% Accuracy of SVM,
83% Naïve Bayes and 85%

KNN
Better cost and facility management are
used in the treatment of thyroid patients.
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Authors Type of
Disease

Machine Learning
Algorithms/
Evaluation
Procedures

Dataset Resulting Outcomes Finding

Mahzabeen Emu, et al
(2020) [46] liver fibrosis

Random forests, MLP,
logistic regression

algorithm.

Collected by Ain
Shams University,

Faculty of
Medicine at El

Demerdash
Hospital.

97.228% Accuracy random
forest, 98% MLP and 97%

Logistic regression

In this research, MLP had the greatest
accuracy rate of all the machine learning

techniques.

N. Komal Kumar, et al
(2020) [47]

Cardio
Vascular

Random Forest,
Decision Tree, Logistic
Regression, SVM, and

KNN algorithms.
NIDDK.

85.71% Accuracy of
Random Forest, 74.28%
decision tree, 74.28%

Logistic Regression, 77.14
SVM and 68.57% KNN

All of the classifiers under the Analysis of
categorizing CVD patients outperform the

random forest.

Nikita Banerjee
Subhalaxmi Das,

(2020) [48]
Lung cancer SVM, Random Forest,

ANN algorithms
UCI machine

learning
repository

70% Accuracy Random
Forest,80% SVM and 96%

ANN

The model can distinguish between benign
and malignant tumours, and it can be

demonstrated that both artificial neural
networks with a focus on texture and regions

have higher levels of accuracy.
Oyewo O.A and

Boyinbode O.K (2020)
[49]

Prostate
cancer

SVM, Decision Tree, and
MLP algorithm github.com 99.06% accuracy of model The detection efficacy extends to both non-

prostate and prostate patients.

J.Neelaveni and
Geetha Devasana,

(2020) [50]
Alzheimer SVM, a decision tree

algorithm ADNI database 85% SVM Accuracy and
83% Decision Tree

The model forecasts the patient's condition
and differentiates between cognitive

impairment and dementia.

Nashat Alrefai (2019)
[51]

Leukemia
Cancer

SVM, KNN, Naïve Bayes
(NB), and Decision Tree

(C4.5) algorithms
Microarray

dataset

The classification accuracy
and performance on

microarray datasets are
better than other

individual classifiers.

Both the accuracy of the classification of
microarray datasets and the performance

they provide are much greater than those of
other individual classifiers.

6. COMPARISON OF MACHINE LEARNING ALGORI-
THMS,  ITS  EVALUATION  PROCEDURES  AND  RE-
SULTING  OUTCOMES

The above Table 3 provides an overview of the previous
research studies. The main focus of each study, the dataset
that  was  used,  the  techniques  or  algorithms  that  were
employed, the accuracy levels that were achieved, and the
conclusions that were drawn from the study results.

7. DISCUSSION
All the earlier sections encompassed articles detailing

studies dedicated to diagnosing illnesses utilizing various
machine-learning  techniques.  Table  3  offers  a
comprehensive summary of the prior works referenced in
this article. This summary highlights each study's focus on
the illness examined, the dataset utilized, the techniques or
algorithms employed, the achieved accuracy levels, and the
resulting  conclusions.  A  multitude  of  algorithms  such  as
logistic  regression,  K-nearest  neighbors,  support  vector
machines,  k-means,  decision  trees,  random  forests,  and
ensemble  models  were  analyzed  across  diverse  studies.
These  methods  were  applied  to  commonly  used  datasets
for  various illnesses.  For  instance,  in  another  study [39],
researchers  diagnosed  liver  diseases  using  three  distinct
algorithms,  selecting  logistic  regression  due  to  its
reliability  and  precision  in  producing  findings.  KNN  and
SVM  algorithms  were  employed  to  analyze  data  from
different datasets and feature sets [40]. Meanwhile, KNN
was  marginally  superior  to  SVM  by  about  3%  [41].
Additionally,  research  showed  a  marginal  accuracy
difference of about 1% between the decision tree and the
random  forest,  whereas  N.  Komal  Kumar,  et  al.  2020

demonstrated that the random forest is approximately 12%
more accurate than the decision tree.

Researchers  using  an  ensemble  model  [45]  and  by
Rahma  Atallah  and  Amjed  Al-Mousa,  (2019)  achieved
success rates of 98.50% and 90%, respectively. K-means is
utilized  for  multi-clustering,  while  SVM  and  logistic
regression  act  as  binary  classifiers.  Conversely,  decision
trees,  random forests,  KNN,  naive  Bayes,  and CNN have
the  capacity  to  classify  into  more  than  two  classes.
Furthermore, no other clustering algorithm can match the
functionality  of  K-means.  The  discussion  of  this  research
can be listed as follows:

The  section  reviews  articles  that  use  various  machine
learning  techniques  to  diagnose  illnesses,  summarizing
the  focus  illness,  datasets,  algorithms,  accuracy,  and
conclusions.
A wide array of algorithms, including logistic regression,
K-nearest  neighbors  (KNN),  support  vector  machines
(SVM),  k-means,  decision  trees,  random  forests,  and
ensemble  models,  were  explored  in  these  studies.
The algorithms were applied to well-known datasets for
diagnosing  different  illnesses,  demonstrating  the
versatility  and  applicability  of  machine  learning  in
medical  diagnostics.
Specific findings include the use of logistic regression for
its  effectiveness  in  liver  disease  diagnosis,  and  a
comparison between KNN and SVM showing KNN's slight
superiority in accuracy by about 3%.
Another  comparison  indicates  a  minimal  accuracy
difference  between  decision  trees  and  random  forests,
with  one  study  highlighting  that  random  forests
outperform  decision  trees  by  approximately  12%.

(Table 3) contd.....
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8. GAPS IN AI'S APPLICABILITY AND RELIABILITY
While  artificial  intelligence  (AI)  has  made  significant

strides  in  the  medical  field,  particularly  in  disease
diagnosis and prediction, there are considerable gaps that
need  to  be  addressed  before  AI  can  be  considered  a
comprehensive  replacement  for  human  judgment  in  all
areas  of  medicine.

8.1. Data Quality and Availability
AI  systems  require  vast  amounts  of  high-quality,

diverse,  and  well-annotated  data  to  learn  effectively.
However,  there  is  a  significant  gap  in  the  availability  of
such  data,  especially  from  underrepresented  groups  or
regions, leading to potential biases in AI-driven diagnoses.

8.2. Complexity of Medical Conditions
Some medical  conditions  are  incredibly  complex  and

nuanced,  requiring  a  holistic  understanding  of  the
patient's  history,  symptoms,  and  other  factors  that  AI
might  not  fully  integrate  or  interpret  accurately.

8.3. Interdisciplinary Knowledge
Medicine  often  requires  interdisciplinary  knowledge,

combining  insights  from various  fields  (e.g.,  psychology,
sociology,  genetics).  AI  systems,  primarily  trained  on
specific datasets, may lack this comprehensive approach.

8.4. Adaptability and Continuous Learning
The  medical  field  is  continuously  evolving  with  new

research findings and treatment methods. AI systems need
constant updates and training to stay current, which can
be a significant challenge.

9. ETHICAL AND RESPONSIBILITY CONCERNS

9.1. Responsibility for Incorrect Diagnoses
The  risk  of  incorrect  diagnoses  and  the  associated

liability is a major concern. Determining the responsibility
whether  it  falls  on  the  AI  developers,  the  healthcare
providers, or the technology itself is a complex issue that
has yet to be fully resolved.

9.2. Ethical Use of Data
The ethical implications of using patient data to train

AI systems are immense.  Issues of  consent,  privacy,  and
data security are paramount, especially when dealing with
sensitive health information.

9.3. Bias and Inequality
AI  systems  can  perpetuate  and  even  exacerbate

existing biases and inequalities if they're trained on biased
data  sets  or  if  their  deployment  overlooks  the  diverse
needs  of  different  populations.  Ensuring  fairness  and
equity  in  AI-driven  medical  diagnoses  is  a  significant
challenge  that  needs  to  be  addressed.

In  summary,  while  AI  has  the  potential  to  augment
and, in some cases, transform medical diagnosis, it is not
yet in a position to replace human oversight entirely. The
technology  must  overcome  substantial  gaps  in  data
quality,  complexity  understanding,  adaptability,  and

ethical  governance  to  ensure  that  AI's  integration  into
healthcare  enhances  patient  outcomes  without
compromising  on  safety,  fairness,  and  privacy.

CONCLUSION
Leveraging  machine  learning  algorithms  in  medical

diagnostics  stands  as  a  significant  opportunity  to
seamlessly  integrate  computer-based  technologies  into
healthcare  systems.  These  methods  aid  healthcare
practitioners  in  early  illness  detection,  particularly  in
regions like India where limited medical  resources,  high
mortality  rates,  and  a  shortage  of  physicians  exist,  with
just one doctor for every 1700 individuals. It is important
to  recognize  that  technology  cannot  substitute  the
extensive training and experience essential to becoming a
physician.  Nonetheless,  it  can  handle  routine  and  time-
consuming diagnostic tasks, enabling doctors to focus on
more  intricate  clinical  procedures.  Recently,  machine
learning  has  emerged  as  a  potent  tool  for  analyzing
disease-related data in the medical field, with a significant
emphasis on early disease detection. This research aims to
provide  a  comprehensive  overview  of  the  current
landscape  of  machine  learning  techniques  in  disease
prognosis. Various diseases, including liver illness, chronic
kidney  disease,  breast  cancer,  cardiac  syndrome,  and
brain tumors, are among those typically represented in the
datasets used.

The study compiles  and summarizes  the outcomes of
multiple  machine-learning  algorithms  utilized  by  resear-
chers for disease diagnosis. Several algorithms, like SVM,
K-nearest neighbors, Random Forests, and Decision Trees,
exhibit remarkably high prediction accuracy, showcasing
consistent  performance  and  reliability  across  different
articles  using  various  predictive  models.  However,  the
precision of  each method can vary based on the specific
dataset  used.  The  accuracy  and  performance  of  these
models  are  highly  sensitive  to  critical  factors  such  as
dataset  quality,  methods  for  selecting  features,  and  the
quantity of features included. The findings underscore the
significance  of  employing  ensemble  learning  techniques
that  amalgamate  multiple  strategies  to  enhance  model
accuracy  and  performance,  marking  a  substantial
advancement in the realm of  using machine learning for
disease prediction.

PROSPECTS FOR THE FUTURE
We  anticipate  that  our  review  will  be  beneficial  for

both novice and experienced researchers and practitioners
in the field of DDML. Further investigations are warranted
into the limitations highlighted in the paper's  discussion
section. Future work in DDML might focus on advancing
large-scale  data  integration,  encompassing  numerical,
aggregate, and image data. Additionally, there's potential
for  exploration  in  multiclass  classification  with  highly
imbalanced and missing data,  alongside delving into  the
explanation  and  interpretation  of  multiclass  data
classification  using  XAI  (Explainable  Artificial
Intelligence).  Moving  forward,  exploring  additional
parameters  in  building  ML  models  could  refine  model
selection,  potentially  reducing  execution  time.  For
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instance,  leveraging  CNN  (Convolutional  Neural
Networks) may yield better outcomes for image data. Data
normalization  can  be  crucial  for  impartial  results,  while
the  use  of  deep  learning  and  ensemble  models  holds
promise. Simultaneous diagnosis for patients with multiple
diseases could also be an area of further exploration.
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